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On-Line Optimization: MPC, MHE, RTO, Finance 

  Data Updated at Predefined Sampling Times 

  Decisions Obtained by Solving NLP/QP with Current Data 

Sampling Time 

Active-Set Change 

Non-Smooth  
Solution Manifold 

Objective:  Accommodate Large-Scale Dynamic Models in Suitable Time Scales 
Property:  Problems Close to Each Other! Can we exploit this to ensure stability? 

Minutes Seconds 



F(w,t) = 0⇒ w = w(t)

Δt
F(w(t k ),t k ) = 0; F(w(t k+1),t k+1) = 0; t k+1 = t k + Δt

Δt

wk − w(t k ) ≤O Δt( )p( )

F(wk ,t k )+∇wF(w
k ,t k )(wk+1 − wk )+∇tF(w

k ,t k )Δt + rk = 0;

Δt→ 0







Newton Step Computation – Most Solvers use Direct Factorizations (MA57, Pardiso, Schur Updates) 

Active-Set:  - Changing Matrix Structure  
                     - Each Internal QP Iteration is as Expensive as Outer IP Iteration 

Interior-Point:  - Fixed Matrix Structure - No Symbolic Factorization Needed 

QP Solver 

KKT System 

Newton Steps Accurate but Overhead is High.  Limits attainable          ! 

Active-Set SQP 

Interior Point 



A  “Fast”  NLP  Solver is NOT Enough … 

Approximate NLP Strategies 
 - One Quadratic Program (QP) Per Sampling Time de Oliveira & Biegler, 1995, Diehl, et.al.,2001, Ohtsuka, 2004           

       - Accurate But Slow vs. Approximate But Fast?  Consider Limit             
       - The Dynamic System Escapes if we Insist in Accurate Solution …  

QP Solution 
Optimal Solution 

Linearization Point 

Data 

Issues: 
   - Stability of  NLP Error, Changing Active Sets 
   - Solving the QP as Quickly as Possible (If                  Cheap Steps are Enough!) 

Time-Dependent QP 





Generalized Equations (GE) Robinson, 1977, 1980  

First-Order KKT Conditions of    

Normal Cone Operator (compare with NLE) 

Canonical Linearized Generalized Equation (LGE) 

Definition (Robinson, 1977):  LGE is Strongly Regular at        if                         

Theorem:           is Lipschitzian if:           

Solution Operator 

Active Inactive Degenerate 

1.           Non-Singular 

2.                                  Is Positive Definite 



Context of NLP 

Solution of  Perturbed LGE                          Around   KKT Conditions of Perturbed QP 

Canonical Form 

With 

From Lipschitz Continuity and Mean Value Theorem  

Optimal Solution 

Linearization Point 

QP Solution 

- Strong Regularity Requires SSOC and LICQ 
-  NLP Error is Bounded by LGE Perturbation 
-  One QP solution from exact manifold is second-order  
accurat 



-  A2:          Exists in Neighborhood and   

-  A1: LGE is Strongly Regular at 

But I am never EXACTLY on the manifold: Stability of uncentered NLP Error 

Theorem 

Time-Dependent QP 

For sufficiently small          ,  

Analysis Straightforward Using Residual Bounds  

Stability Holds Even if QP Solved to                    Accuracy 





Iterative Linear Algebra to Solve QP 
     - Direct Linear Solvers Cannot be Terminated Early (Wasted Overhead) 
     - Complicated by Changing  Active-Sets  

Alternative: Barrier & Apply Iterative Solver to Indefinite KKT System (Smoothing)   

  -  Truncated Newton with PCG, QMR 
  -  Barrier Linearization Leads to Large Errors 
  -  Fast Indefinite Preconditioner Needed 
  -  Plus, barrier introduces a large parameter which  
may severely affect stability 

No Active-Set Change 

Active-Set Change 



Proposal:  Augmented Lagrangean Penalty and Apply Projected Gauss-Seidel to QP 

Close to Manifold  Hessian of Augmented Lagrangean Remains at Least Positive Semi-Definite 

For 

Projected Gauss Seidel 

  -  Detects Multiple Active-Set Efficiently  Morales et.al. 2008,  Tasora  et.al. 2009  

  -  High Accuracy Requires Large Number of Iterations  Not if          Small! Ideal for us!  



Algorithm:  

First-Order Multiplier Update, Hestenes 1969 

Avoids Major Operations 

-  A2:          Exists in Neighborhood and   

-  A1: Augmented Lagrangean - LGE is Strongly Regular at 
Theorem 

- Conditions More Strict Due to Multiplier Error 

- Tune              to Keep QP Solution Error  

For sufficiently small           and sufficiently large    ,  

AugLag Penalty Acts as Parametric Perturbation of Lagrange Multipliers 



Remarks: 

1.  Projected GS is Powerful Paradigm for Linear MPC  

             - Fixed Matrix, Block Parallelizable (Multi-Thread) 

2.    Even if Dynamic System is SLOW…. 

             - Solve QP at High Frequency (Open-Loop) to Keep Track of Solution Manifold 

             - Once Control is Needed, the Solution is Very Close, use as Warm-Start 

For 





Control of Polymerization Reactor           

Closed-Loop Transitions 

Optimal Control Problem          

Time 

Set-Point 

System 

Time-Dependent Parameters 

Cooling 
Agent 

Reactant Concentration 

Temperature 

Set-Point 

Converted to NLP by Applying Implicit Euler Scheme  

Product A 

Product B 



Numerical Tests 
    - Comparison Against Barrier Smoothing Heath, 2004, Ohtsuka, 2004 

      -  

1)  2)  

Residual 

Time 

Smoothing is Numerically Unstable – Active-Set Changes 
Augmented Lagrangean Stands Relatively Large Initial Errors 

Set-Point Change 



Effect of Time Step         

Time 

Residual 

Sampling Time Restricted by Time Needed to Perform              Iterations 



Optimal vs. Approximate Profiles 

Time 

Control 

State 

Wrong Initial Active-Set 

Initial Residual 
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